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Abstract—Internet users such as individuals and organizations
are subject to different types of epidemic risks such as worms,
viruses, and botnets. To reduce the probability of risk, an
Internet user generally invests in self-defense mechanisms like
antivirus and antispam software. However, such software does
not completely eliminate risk. Recent works have considered
the problem of residual risk elimination by proposing the idea
of cyber-insurance. In this regard, an important decision for
Internet users is their amount of investment in self-defense
mechanisms when insurance solutions are offered.

In this paper, we investigate the problem of self-defense
investments in the Internet, under full and partial cyber-insurance
coverage models. By the term ‘self-defense investment’, we mean
the monetary-cum-precautionary cost that each user needs to
invest in employing risk mitigating self-defense mechanisms,
given that it is fully or partially insured by the Internet insurance
agencies. We propose a general mathematical framework by
which co-operative and non-co-operative Internet users can
decide whether or not to invest in self-defense for ensuring
both, individual and social welfare. Our results show that (1)
co-operation amongst users results in more efficient self-defense
investments than those in a non-cooperative setting, under a full
insurance coverage model and (2) partial insurance coverage
motivates non-cooperative Internet users to invest more efficiently
in self-defense mechanisms when compared to full insurance
coverage.

Keywords: cyber-insurance, Internet risks, self-defense in-
vestments, cyber-insurance coverage, co-operative and non-co-
operative users

I. INTRODUCTION

The Internet has become a fundamental and an integral part
of our daily lives. Billions of people nowadays are using the
Internet for various types of applications that demand different
levels of security. For example, commercial and government
organizations run applications that require a high level of
security, since security breaches would lead to significant
financial damage and loss of public reputation. On the other
hand, an ordinary individual, for instance, generally uses a
computing device for purposes that do not demand strict
security requirements. There are other Internet applications
running as well, which require intermediate levels of security.
However, all these applications are running on a network, that
was built under assumptions, some of which are no longer
valid for today’s applications, e.g., that all users on the Internet
can be trusted and that the computing devices connected to the
Internet are static objects. Today, the Internet comprises of
both, good and malicious users. The malicious users perform

illegal activities, are able to affect many users in a short time
period, and at the same time reduce their chances of being
discovered. Presently the users protect themselves through
anti-spam software, firewalls, and other add-ons. However,
new worms, viruses, and botnets emerge rapidly, and as
a result these self-protection tools are not always effective
security solutions. They only aid an Internet user in partially
reducing its risk.

Little attention has been paid to an alternative approach to
handling risks, specifically that of transferring risk to a dif-
ferent entity. An example of such a widely popular technique
in modern life is insurance [3]. The risks are transferred to
insurance companies, in return for a fee, i.e., the insurance
premium. For instance, the works in [5][6][1] discuss cyber-
insurance, in general, but without much focus on Internet
insurance. In several recent papers [10][9][8][14], the authors
show that (1) insurance would increase security on the Internet,
(2) investments in both self-defense mechanisms and insur-
ance schemes are quite inter-related in maintaining a socially
efficient level of security on the Internet, and (3) without
regulation, insurance is not a good incentive for self-defense.
The work in [10] also gives conditions for jointly ensuring
viability of insurance companies and improving network se-
curity. In a recent work [11], the authors have investigated risk
management using cyber-insurance under different information
availability scenarios between the insurer and the user, with
respect to user security levels. In a stark contrast to existing
works, they show that under all possible situations there is
no market for cyber-insurance on the Internet (i.e., cyber-
insurance increases individual user utility but weakens user
incentives to improve overall network security). The authors
define the network security level as the the probability that
Internet users are attacked. They however, do not consider
the interplay of self-defense investments and cyber-insurance
investments, which plays an important part in improving user
security levels. It is not surprising that the probability of
users not being attacked may not be improved using cyber-
insurance1, but the judicious investments in both, self-defense
and cyber-insurance can definitely improve individual user
security, i.e., the probability of attacks being successful will

1The intentions of malicious users to attack the network generally do
not change, unless there are mechanisms to track and punish them. Cyber-
insurance does not provide a mechanism to track and punish the guilty.
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be lowered, leading to a robust Internet (improving social
welfare).

To the best of our knowledge, none of the previous efforts
in [10][9][8][14][11] consider the co-operative and the non-
cooperative nature of network users and the effect this has
on the overall level of security and appropriate user self-
defense investments. We note that the case of co-operating
users is important for the following reasons: (1) It invites
an opportunity for a user to benefit from the positive exter-
nality2 that its investment poses on the other users in the
network, and (2) Although, the majority of Internet users
today are non co-operative and selfish in nature, i.e., they
are primarily interested in maximizing their own performance
without caring for the overall system performance, there
exist Internet applications where co-operation amongst users
is encouraged (e.g., distributed file sharing in peer-to-peer
environments, multicasting, and efficient network resource
sharing). Although, in such applications Internet users co-
operate to improve performance, it is not evident that the
same users are incentivized to co-operate on their security
parameters (e.g., self-defense investment) as well.

Hence in this paper, we investigate the problem of appropri-
ate self-defense investments under insurance regulation3, given
that Internet users are fully or partially covered by Internet
insurance and that Internet users can be both, co-operative and
non-co-operative with respect to their self-defense investment
amounts. The contributions of our work are as follows:
• We quantitatively analyze an n-agent model, using botnet

risks as a representative application, and propose a gen-
eral mathematical framework through which co-operative
and non-co-operative Internet users can decide whether
to invest in self-defense mechanisms, given that each
user is fully insured (see Section III). Our framework
is applicable to all risk types that inflict direct and/or
indirect losses to users.

• Under full insurance coverage, we perform a mathemati-
cal comparative study to show that co-operation amongst
Internet users results in better self-defense investments
when the risks faced by the users in the Internet are inter-
dependent (see Section IV). We use basic concepts from
both, co-operative and non-co-operative game theory to
support the claims we make in Sections III and IV. Our
results are applicable to co-operative (e.g., distributed file
sharing) and non-cooperative Internet applications where
a user has the option to be either co-operative or non-
cooperative with respect to security parameters.

• We mathematically prove that in situations where co-
operation amongst network users is not feasible at all,
partial insurance coverage motivates users to invest more
in self-protection when compared to full insurance cov-
erage, thereby resulting in an increase in overall social

2An externality is a positive (external benefit) or negative (external cost)
impact on a user not directly involved in an economic transaction.

3The term ‘insurance regulation’ refers to the act of making sure that
insurance contracts are enforced by concerned parties in a proper and legal
manner.

welfare (see Section V).
We note that in practice, currently there exists virtually no
insurance-like risk management capabilities in the present
Internet [12]. However, cyber-insurance is a hot topic in
Internet security and is being considered seriously by the
research community for a potential solution to risk-free secu-
rity guarantees for the next generation Internet [7]. We firmly
believe that with the evolution of the Internet over time, the
concept will become real and prove beneficial in the long run.

II. ECONOMIC MODEL

In this section we describe our proposed model. To ground
the discussion in real systems, we first give a brief description
of a representative application. That is, for purposes of clarity
and ease of presentation, we first describe a representative
application, namely that of ‘botnets’, as this is a reasonably
rich and representative example of Internet threats. However,
we would like to note that our approach can be applied to other
applications with direct/indirect risk scenarios (for instance,
such as worms and viruses).

A. Representative application

A bot is an end-user machine containing code that can
be controlled by a remote administrator (bot herder) via a
command and control network. Bots are created by finding
vulnerabilities in computer systems. The vulnerabilities are
exploited with malware and the malware is then inserted
into the systems. A bot herder can subsequently program the
bots and instruct them to perform various types of cyber-
attacks. A malware infected computing device is susceptible to
information theft from it. The infected device can become part
of a botnet and in turn can be used to scan for vulnerabilities in
other computer systems connected to the Internet, thus creating
a cycle that rapidly infects vulnerable computer systems.
Hence, bots result in both direct and indirect losses. Direct
losses result when the bot herder infects machines that lack
a security feature, whereas indirect losses result due to the
contagion process of one machine getting infected by its
neighbors.

Risks posed by bots are extremely common and spread
rapidly. In a recent study, Symantec corporation observed ap-
proximately five million distinct bot-infected computers within
a period of just six months between July, 2007 and December,
2007[10]. Here, we assume that Internet users could buy
insurance from their Internet service providers (ISPs) to cover
the risks posed by botnets. For instance, the coverage could
be in the form of money or protection against lost data.

B. Model

We consider n identical4 rational risk-averse users in a
network. The users could be (1) entirely non co-operative in
nature, i.e., the network supports Internet applications where
users are not incentivized to co-operate with other users in

4In general, Internet users are not identical. However, our aim in this paper
is to study certain general investment trends which we show, remain intact
even if users are heterogenous.
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any capacity (e.g., web surfing) or (2) co-operative to a
variable degree, i.e, the network supports Internet applications
where users co-operate with other users in some capacity to
improve overall system performance but may or may not co-
operate entirely. The users could either voluntarily co-operate
by sharing information with other network users about their
intentions to invest in self-defense, or be bound to co-operate
due to a network regulation which requires participating users
to share self-defense investment information. Each user has
initial wealth w0 and is exposed to a substantial risk of size
R with a certain probability p0. (Here, risk represents the
negative wealth accumulated by a user when it is affected
by botnet threats.) We also assume there exist markets for
self-defense and cyber-insurance.

A user investing in self-defense mechanisms reduces its
risk probability. For an amount x, invested in self-defense, a
user faces a risk probability of p(x), which is a continuous
and twice differentiable decreasing function of investment,
i.e., p′(x) < 0, p′′(x) > 0, limx→∞p(x) = 0, and
limx→∞p′(x) = 0.

The investment x is a function of the amount of security
software the user buys and the effort it spends on maintaining
security settings on its computing device. In addition to
investing in self-defense mechanisms, a user may also buy full
or partial cyber-insurance coverage at a particular premium
to eliminate its residual risk. A user does not buy insurance
for high probability low risk events because 1) these events
are extremely common and does not cause sufficient damage
to demand insurance solutions and 2) the insurance company
also has reservations in insuring every kind of risk for profit
purposes. We assume that the insurance market is perfectly
competitive with no barriers to entry and exit, which results
in actuarially fair premiums. We also account for the fact that
the system does not face the moral hazard problem, i.e., a user
insulated from risk does not behave differently from the way
it would behave if it were fully exposed to the risk.

An Internet user apart from being directly affected by threats
may be indirectly infected by the other Internet users. We
denote the indirect risk facing probability of a user i as
q(−→x −i, n), where −→x −i = (x1, ......, xi−1, xi+1, ...., xn) is the
vector of self-defense investments of users other than i. An
indirect infection spread is either ‘perfect’ or ‘imperfect’ in
nature. In a perfect spread, infection spreads from a user to
other users in the network with probability 1, whereas in case
of imperfect spread, infection spreads from a user to others
with probability less than 1. For a perfect information spread
q(−→x −i, n) = 1 − ∏n

j=1,j 6=i(1 − p(xj)), whereas in the case
of imperfect spread, q(−→x −i, n) < 1 −∏n

j=1,j 6=i(1 − p(xj)).
In this paper, we consider perfect spread only, without loss of
generality because the probability of getting infected by others
in the case of imperfect spread is less than that in the case of
perfect spread, and as a result this case is subsumed by the
results of the perfect spread case. Under perfect spread, the

risk probability of a user i is given as

p(xi) + (1− p(xi))q(−→x −i, n) = 1−
n∏

j=1

(1− p(xj))

and its expected final wealth upon facing risk is denoted as
w0 − xi − (1 − ∏n

j=1(1 − p(xj)) · IC) − R + IC, where
(1−∏n

j=1(1−p(xj)) ·IC is the fair premium and IC denotes
the insurance coverage. In this paper, we use the terms ‘final
wealth’ and ‘expected final wealth’ interchangeably. The aim
of a network user is to invest in self-defense mechanisms in
such a manner so as to maximize its expected utility of final
wealth.

III. MATHEMATICAL FRAMEWORK FOR FULL INSURANCE
COVERAGE

In this section, we assume full cyber-insurance coverage
and propose a general mathematical framework for deciding
on the appropriate self-defense investment of an Internet user.
We model the following risk management scenarios: (1) users
do not co-operate and do not get infected by other users in the
network, (2) users co-operate and may get infected by other
users in the network, (3) users do not co-operate but may get
infected by other users in the network, and (4) users co-operate
but do not get infected by other users in the network. We note
that Case 4 is a special case of Case 2 and thus is subsumed
in the results of Section III-B.

A. Case 1: No Co-operation, No Infection Spread

Under full insurance, the risk is equal to the insurance
coverage, and users determine their optimal amount of self-
defense investment by maximizing their level of final wealth,
which in turn is equivalent to maximizing their expected utility
of wealth [4]. We can determine the optimal amount of self-
defense investment for each user i by solving for the value
of p that maximizes the following constrained optimization
problem:

argmaxxiFWi(xi) = w0 − xi − p(xi)R−R + IC

or
argmaxxiFWi(xi) = w0 − xi − p(xi)R

subject to
0 ≤ p(xi) ≤ p0,

where FWi is the final wealth of user i and p(xi)R is the
actuarially fair premium for full insurance coverage. Taking
the first and second derivatives of FWi with respect to xi, we
obtain

FW ′
i (xi) = −1− p′(xi)R

FW ′′
i (xi) = −p′′(xi)R < 0

Thus, our objective function is globally concave. Let xopt
i be

the optimal xi obtained by equating the first derivative to 0.
Thus, we have:

p′(xopt
i )R = −1. (1)
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Economic Interpretation: The left hand side (LHS) of
Equation (1) is the marginal benefit of investing an additional
dollar in self-protection mechanisms, whereas the right hand
side (RHS) denotes the marginal cost of the investment.
A user equates the LHS with the RHS to determine its
self-defense investment.

Conditions for Investment: We first investigate the boundary
costs. The user will not consider investing in self-defense if
p′(0)R ≥ −1 because its marginal cost of investing in any
defense mechanism, i.e., -1, will be relatively equal to or lower
than the marginal benefit when no investment occurs. In this
case, xopt

i = 0. If the user invests such that it has no exposure
to risk, xopt

i = ∞. When p′(0)R < −1, the costs do not lie
on the boundary, i.e., 0 < xopt

i < ∞, and the user invests to
partially eliminate risk (see Equation (1)).

B. Case 2: Co-operation, Infection spread

Under full insurance coverage, user i’s expected final wealth
is given by

FWi = FW (xi,
−→x −i) = w0 − xi − (1−

n∏

j=1

(1− p(xj)))R

When Internet users co-operate, they jointly determine their
optimal self-defense investments. We assume that co-operation
and bargaining costs are nil. In such a case, according to Coase
theorem [13], the optimal investments for users are determined
by solving for the socially optimal investment values that
maximize the aggregate final wealth (AFW) of all users. Thus,
we have the following constrained optimization problem:

argmaxxi,
−→x −i

AFW = nw0−
n∑

i=1

xi−n(1−
n∏

j=1

(1−p(xj)))R

0 ≤ pi(xi) ≤ p0, ∀i
Taking the first and the second partial derivatives of the
aggregate final wealth with respect to xi, we obtain

∂

∂xi
(AFW ) = −1− np′(xi)

n∏

j=1,j 6=i

(1− p(xj))R

∂2

∂x2
i

(AFW ) = −np′′(xi)
n∏

j=1,j 6=i

(1− p(xj))R < 0

The objective function is globally concave, which implies the
existence of a unique solution xopt

i (−→x −i), for each −→x −i. Our
maximization problem is symmetric for all i, and thus the
optimal solution is given by xopt

i (
−−→
xopt
−i ) = xopt

j (
−−→
xopt
−j ) for all

j = 2, ...., n. We obtain the optimal solution by equating the
first derivative to zero, which gives us the following equation

np′(xopt
i (−→x −i))

∏

j=1,j 6=i

(1− p(xi))R = −1 (2)

Economic Interpretation: The left hand side (LHS) of Equa-
tion (2) is the marginal benefit of investing in self-defense. The
right hand side (RHS) of Equation (2) is the marginal cost of

investing in self-defense, i.e., -1. We obtain the former term of
the marginal benefit by internalizing the positive externality5,
i.e., by accounting for the self-defense investments of other
users in the network. The external well-being posed to other
users by user i when it invests an additional dollar in self-
defense is −p′(xi)

∏n
j=1,j 6=i(1 − p(xi)). This is the amount

by which the likelihood of each of the other users getting
infected is reduced, when user i invests an additional dollar.

Conditions for Investment: If np′(0)
∏n

j=1,j 6=i(1 −
p(xj))R ≥ −1, it is not optimal to invest any amount in
self-defense because the marginal cost of investing in defense
mechanisms is relatively equal to or less than the marginal
benefit of the joint reduction in risks to individuals when
no investment occurs. In this case, the optimal value is a
boundary investment, i.e., xopt

i (−→x −i) = 0. If the user invests
such that it has no exposure to risk, xopt

i = ∞. In cases where
np′(0)

∏n
j=1,j 6=i(1− p(xj))R < −1, the optimal probabilities

do not lie on the boundary and the user invests to partially
eliminate risk (see Equation (2)).

C. Case 3: No Co-operation, Infection Spread

We assume that users do not co-operate with each other on
the level of investment, i.e., users are selfish. In such a case,
the optimal level of self-defense investment is the pure strategy
Nash equilibria of the normal form game, G = (N, A, ui(s)),
played by the users [2]. The game consists of two players,
i.e., |N | = n; the action set of G is A =

∏n
i=1×Ai, where

Ai ε [0,∞], and the utility/payoff function ui(s) for each
player i is their individual final wealth, where s ε

∏n
i=1×Ai.

The pure strategy Nash equilibria of a normal form game is
the intersection of the best response functions of each user [2].

We define the best response function of user i, xbest
i (−→x −i),

as
xbest

i (−→x −i) ε argmaxxiFWi(xi,
−→x −i),

where

FWi(xi,
−→x −i) = w0 − xi − (1−

n∏

j=1

(1− p(xj)))R

Taking the first and second partial derivative of
FWi(xi,

−→x −i)with respect to xi and equating it to zero, we
obtain

∂

∂xi
(FWi(xi,

−→x −i)) = −1− p′(xi)
n∏

j=1,j 6=i

(1− p(xj))R

∂2

∂x2
i

(FWi(xi,
−→x −i)) = −p′′(xi)

n∏

j=1,j 6=i

(1− p(xj))R < 0

Thus, our objective function is globally concave, which im-
plies a unique solution xbest

i (−→x −i) for each −→x −i. We also
observe that a particular user i’s strategy complements user
j’s strategy for all j, which implies that only symmetric pure

5Internalizing a positive externality refers to rewarding a user, who con-
tributes positively and without compensation, to the well-being of other users,
through its actions.
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strategy Nash equilibria exist. The optimal investment for user
i is determined by the following equation:

∂

∂xi
(FWi(xi,

−→x −i)) =

−1− p′(xi)
n∏

j=1,j 6=i

(1− p(xj))R = 0 (3)

Economic Interpretation: The left hand side (LHS) of
Equation (3) is the marginal benefit of investing in self-
defense. The right hand side (RHS) of Equation (3) is the
marginal cost of investing in self-defense, i.e., -1. Since the
users cannot co-operate on the level of investment in self-
defense mechanisms, it is not possible for them to benefit
from the positive externality that their investments pose to
each other.

Conditions for Investment: If p′(0)
∏n

j=1,j 6=i(1−p(xj))R ≥
−1, it is not optimal to invest any amount in self-defense
because the marginal cost of investing in defense mechanisms
is greater than the marginal benefit of the joint reduction in
risks to individuals when no investment occurs. In this case,
the optimal value is a boundary investment, i.e., xbest

i (−→x −i) =
0. If the user invests such that it has no exposure to risk,
xopt

i = ∞. In cases where p′(0)
∏n

j=1,j 6=i(1−p(xj))R < −1,
the optimal probabilities do not lie on the boundary and the
user invests to partially eliminate risk (see Equation (3)).

Multiplicity of Nash Equilibria: Due to the symmetry of
our pure strategy Nash equilibria and the increasing nature
of the best response functions, there always exists an odd
number of pure-strategy Nash equilibria, i.e., xbest

i (−→x best
−i ) =

xbest
j (−→x best

−j ) for all j = 2, . . . , n.

IV. COMPARATIVE STUDY

In this section, we compare the optimal level of investments
in the context of various cases discussed in the previous
section. Our results are applicable to Internet applications
where a user has the option to be either co-operative (e.g.,
distributed file sharing applications) or non-cooperative with
respect to security parameters.

A. Case 3 versus Case 1

(3) The following lemma gives the result of comparing
Case 3 and Case 1.

Lemma 1. If Internet users do not co-operate on their
self-defense investments (i.e., do not account for the positive
externality posed by other Internet users), in any Nash
equilibrium in Case 3, the users inefficiently under-invest
in self-defense as compared to the case where users do not
cooperate and there is no infection spread.

Proof. In Case 1, the condition for any user i not investing in
any self-defense is −p′(0)R ≤ 1. The condition implies that
−1−p′(0)

∏n
j=1,j 6=i(1−p(xj))R < 0 for all −→x −i. The latter

expression is the condition for non-investment in Case 3.
Thus, for all users i, xopt

i = 0 in Case 1 implies xbest
i = 0 in

Case 3, i.e., xopt
i (

−−→
xopt
−i ) = xbest

i (
−−→
xbest
−i ) = 0, ∀i. The condition

for optimal investment of user i in Case 1 is −1−p′(xi)R = 0.
Hence, −1 − p′(xi)

∏n
j=1,j 6=i(1 − p(xj))R < 0, for all x−i.

Thus, in situations of self-investment for user i, xopt
i > 0

in Case 1 implies 0 ≤ xbest
i < xopt

i , for all x−i, in Case

3, i.e., xopt
i (

−−→
xopt
−i ) > xbest

i (
−−→
xbest
−i ) ≥ 0, ∀i. Therefore, under

non-cooperative settings, a user always under-invests in
self-defense mechanisms. ¥

B. Case 3 versus Case 2

The following lemma gives the result of comparing Case 3
and Case 2.

Lemma 2. Under environments of infection spread, an
Internet user co-operating with other users on its self-defense
investment (i.e., accounts for the positive externality posed by
other Internet users), always invests at least as much as in
the case when it does not co-operate.

Proof. In Case 2, the condition for any user i
not investing in any self-defense mechanism is
−1− np′(0)(1− p(0))n−1R ≤ 0. The condition also implies
that −1−np′(0)(1− p(0))n−1R ≤ 0. The latter expression is
the condition in Case 3 for an Internet user not investing in any
self-defense mechanism. Thus, for all users i, xopt

i = 0 in Case
2 implies xbest

i = 0, for all Nash equilibrium in Case 3, i.e.,

xopt
i (

−−→
xopt
−i ) = xbest

i (
−−→
xbest
−i ) = 0,∀i. The condition for optimal

investment of each user i in Case 2 is −1−np′(xopt
i (

−−→
xopt
−i )(1−

p(xopt
i (

−−→
xopt
−i ))n−1R = 0. The latter expression implies

−1 − p′(xopt
i (

−−→
xopt
−i )(1 − p(xopt

i (
−−→
xopt
−i ))n−1R < 0. Hence

xopt
i (

−−→
xopt
−i ) > xbest

i (
−−→
xbest
−i ) ≥ 0, ∀i. Therefore, under

environments of infection spread, a user in Case 3 always
under invests in self-defense mechanisms when compared to
a user in Case 2. ¥

C. Case 2 versus Case 1

The following lemma gives the result of comparing Case 2
and Case 1.

Lemma 3. In any n-agent cyber-insurance model, where
p(0) < 1 − n−1

√
1
n , it is always better for Internet users

to invest more in self-defense in a co-operative setting with
infection spread than in a non-co-operative setting with no
infection spread.

Proof. In Case 1, the condition for any user i not investing in
any self-defense is −p′(0)R ≤ 1. The condition implies that
−1−np′(0)(1−p(0))n−1R ≤ 0 for all p0 < 1− n−1

√
1
n . Thus,

for all i, xopt
i (

−−→
xopt
−i ) = 0 in Case 1 implies xopt

i (
−−→
xopt
−i ) ≥ 0

in Case 3 if and only if p0 < 1 − n−1

√
1
n . In situations of

non-zero investment

−1− np′(xi(−→x −i))(1− p(xi(−→x −i))n−1)R >

−1− p′(xi(−→x −i)), ∀i, ∀xi(−→x −i),
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if and only if p(xi(−→x −i)) < 1− n−1

√
1
n . Hence,

−1− np′(xopt
i (

−−→
xopt
−i )(1− p(xopt

i (
−−→
xopt
−i ))n−1)R >

−1− p′(xopt
i (

−−→
xopt
−i )),∀i,

where xopt
i (

−−→
xopt
−i ) is the optimal investment in Case 2. Since

the expected final wealth of a user in Case 1 is concave in
xi(−→x −i), xopt

i (
−−→
xopt
−i ) in Case 2 is greater than xopt

i (
−−→
xopt
−i ) in

Case 1. Thus, we infer that investments made by users in Case
2 are always greater than those made by users in Case 1 when
the risk probability is less than a threshold value that decreases
with increase in the number of Internet users. Hence, in the
limit as the number of users tends towards infinity, the lemma
holds for all p0. ¥

The basic intuition behind the results in the above three
lemmas is that internalizing the positive effects on other
Internet users leads to better and appropriate self-defense
investments for users. We also emphasize that our result trends
hold true in case of heterogenous network users because
irrespective of the type of users, co-operating on investments
always leads to users accounting for the positive externality
and investing more efficiently. The only difference in case of
heterogenous network user scenarios could be the value of
probability thresholds i.e., p(0) (this value would be different
for each user in the network), under which the above lemmas
hold.

Based on the above three lemmas, we have the following
theorem.

Theorem 1. If Internet users cannot contract on the
externalities, in any Nash equilibrium, Internet users
inefficiently under-invest in self-defense, that is compared
to the socially optimal level of investment in self-defense.
In addition, in any Nash equilibrium, a user invests less
in self-defense than if they did not face the externality.
Furthermore, if p(0) < 1− n−1

√
1
n , the socially optimal level

of investment in self-defense is higher compared to the level
if Internet users did not face the externality.

Proof. The proof follows directly from the results in
Lemmas 1, 2, and 3. ¥

V. MATHEMATICAL FRAMEWORK FOR PARTIAL
INSURANCE COVERAGE

In the previous section, we proved that Internet users
inefficiently under-invest in self-defense mechanisms if they
do not co-operate with other users in a network. In this sec-
tion, we show that in non-cooperative environments, charging
a deductible on the user insurance amount (partial cyber-
insurance), results in improvement in individual and social
welfare when compared to the case in Section III-C. The
intuition behind charging a deductible is that each user will
bear part of its own loss and therefore is more likely to invest
more in self-defense mechanisms than if it had full cyber-
insurance coverage. Since our goal is to simply show that
partial cyber-insurance in a non-cooperative network setting

improves welfare, for ease of exposition we analyze a two-
user model to arrive at our result. We denote the users as i
and j. Our result is applicable to a network with any number
of users.

A. Case A: No Co-operation, No Infection Spread

Under partial insurance, users determine their optimal
amount of self-defense investment by maximizing their ex-
pected utility of final wealth, which is not equivalent to
maximizing the expected final wealth [4]. Thus, we have to
perform our analysis based on utility functions rather than
based on the expected value of final wealth.

Let U() be an increasing and concave utility function for
each user in the network such that U ′ > 0 and U ′′ < 0. We
can determine the optimal amount of self-defense investment
for each user i by solving for the value of pi that maximizes
the following constrained optimization problem:

argmaxpiUFW (pi) = U(w0 − x(p0 − pi)− pi · (R−D))

0 ≤ pi ≤ p0,

where UFW is the utility of final wealth of a user, x(∆p), a
function of the difference of p0 and pi, represents user i’s cost
of reducing the risk probability from p0 to pi, ∆p = p0 − pi,
and 0 < D < R is the deductible in cyber-insurance.
We assume that x is monotonically increasing and twice
differentiable with x(0) = 0, x′(0) > 0, and x′′(0) > 0, and
pi · (R−D) is the actuarially fair premium for user i’s partial
insurance coverage. Taking the first and second derivatives of
UFW with respect to pi, we obtain

UFW ′(pi) = U ′(A) ·B,

where
A = w0 − x(p0 − pi)− (R−D),

B = [x′(p0 − pi)− (R−D)]

UFW ′′(pi) = U ′′(A) ·B2 + C · U ′(A) < 0,

and
C = [−x′′(p0 − pi)− (R−D)]

Thus, our objective function is globally concave with popt
i

being the optimal pi obtained by equating the first derivative to
0. According to our hypothesis, U ′() > 0. Thus, any user will
not consider investing in self-defense if x′(0) ≥ R−D because
its marginal cost of investing in any defense mechanism will
be relatively equal or higher than its benefit of reducing the
expected risk. In this case, popt

i = p0. If x′(p0) < R−D, then
popt

i = 0 because the marginal cost of completely eliminating
the probability of risk is small relative to the magnitude of
the risk itself. In this case, the user will invest such that it has
absolutely no exposure to risk. When x′(0) < R−D < x′(p0),
the probabilities do not lie on the boundary, i.e., 0 < popt

i <
p0, and the user invests to partially eliminate risk. It is evident
that with D > 0 the condition for investment in self-defense
mechanisms is more relaxed than that in Section III-A. Thus,
a user having partial insurance coverage is more motivated
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to invest in self-defense mechanisms under non-cooperative
scenarios. The following lemma states our result.

Lemma 4. In a 2-user network, where the users are
not incentivized to co-operate, a positive deductible on the
insurance coverage always motivates the users to invest more
in self-defense mechanisms as compared to a full insurance
coverage scenario.

Proof. The proof follows directly from the reasoning in
the previous paragraph. ¥

B. Case B: No Co-operation, Infection Spread

As mentioned earlier, enforcing a deductible in partial
insurance coverage scenarios may lead to better self-defense
investments on part of Internet users and in turn contribute
to social and individual welfare. In this section, we derive
conditions for optimally charging a strictly positive deductible,
and show that welfare is indeed improved when compared to
a non-cooperative scenario with full insurance coverage.

Similarly to Section III-C, under partial insurance coverage,
user i’s expected utility of final wealth is determined as

UFWi = UFWi(pi, pj , D) = α + β,

where

α = (1− pi)(1− pj)U(w0 − x(∆pi)− P (D))

and

β = (pi + (1− pi)pj)U(w0 − x(p0 − pi)− P (D)−D)

We define P (D) as the actuarially fair premium, and it is
expressed as

P (D) = (pi + (1− pi)(R−D)

We denote the best response of user i under a deductible as the
solution to the following constrained optimization problem:

pbestD
i (pj , D) ε argmaxpiUFW (pi, pj)

0 ≤ pi, pj ≤ 1

Then, the following lemma states the conditions for strictly
positive deductibles.

Lemma 5. For a 2-user network, given that
x′′(p0 − pbest

i ) > R, the optimally enforced deductible
is strictly positive if and only if, for each user i: (i)
(1 − pbest

i )2R > (1 − (1 − pbest
i ))2x′′(p0 − pbest

i ), and (ii)

pbest
i < 1−

√
1
2 , where pbest

i is the risk probability in a Nash
equilibrium, under full insurance coverage.

Proof. Let pbestD(D) denote the symmetric pure strategy
Nash equilibrium of the optimization problem defined
in this section, i.e., pbestD(D) = pbestD

i (pbest
j (D), D) =

pbestD
j (pbest

i (D), D). The Nash equilibrium satisfies the first
order condition given by

E1 + E2 + E3 = 0, (4)

where
E1 = (1− pbestD(D)) · (α1− β1),

E2 = K1 · α2,

E3 = K2 · α3,

α1 = U(w0 − x(p0 − pbestD(D))− P (D)−D),

β1 = U(w0 − x(p0 − pbestD(D))− P (D)),

K1 = (1− pbestD(D))2 ·K11,

K11 = (x′(p0 − pbestD(D))− (1− pbestD(D))(R−D)),

α2 = U ′(w0 − x(p0 − pbestD(D))− P (D)),

K2 = pbestD(D)(2− pbestD(D)) ·K11,

α3 = U ′(w0 − x(p0 − pbestD(D))− P (D)−D),

Substituting D = 0, in the first order condition, we obtain

x′(p0 − pbestD(0))− (1− pbestD(0))R = 0

For a particular D, the expected utility of final wealth for
user i is

UFWi(pbestD(D), pbestD(D), D) = I + J,

where
I = (1− pbestD(D))2 · ζ

and
J = 2− pbestD(D))pbestD(D) · η

ζ = U(w0 − x(p0 − pbestD(D))− P (D))

η = U(w0 − x(p0 − pbestD(D))− P (D)−D)

Taking the first derivative of the expected utility with respect
to D and substituting D = 0, we obtain

∂UFWi(pbestD(D), pbestD(D), D)
∂D D=0

= G · UT∗,

where
G = −p′bestD(0)(1− pbestD(0))R

and
UT∗ = U ′(w0 − x(p0 − pbestD(0))− P (0))

We determine the sign of the first derivative of the expected
utility by implicitly differentiating the first order condition
with respect to D and evaluating it to 0. We obtain the
following relation

p′bestD(0)(R− x′′(p0 − p′bestD(0))) = 0

From the above relation, we observe that p′bestD(0) = 0
if and only if (R − x′′(p0 − p′bestD(0))) 6= 0. We also
note that when D = 0, the Nash equilibria of the non-
cooperative game coincides with those when full insurance
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coverage is offered. We now prove that in a 2-user non-
cooperative network with infection spread, and under full
insurance coverage, x′′(p0 − p′best(0)) > R is a condition
satisfied under all Nash equilibria. We define the best response
function of user i, pbest

i (pj), as

pbest
i (pj) ε argmaxpiFWi(pi, pj) = w0 − x(∆pi)− PR(i)R

where PR(i) = pi +(1−pi)pj . Taking the first derivative with
respect to pi and equating it to zero, we obtain

x′(p0 − pbest
i (pj))− (1− pj)R = 0

Differentiating again with respect to pj , we obtain

−pbest′
i (pj) · x′′(p0 − pbest

i (pj)) + R = 0

Therefore,

pbest′
i (pj) =

R

x′′(p0 − pbest
i (pj))

> 0

Since 0 < pbest′
i (pj) < 1, x′′(p0 − p′best(0)) > R, for

all symmetric pure Nash equilibria. Thus,

∂UFWi(pbestD(D), pbestD(D), D)
∂D D=0

= 0

We now determine the sign of the second derivative of
expected utility of final wealth evaluated at D = 0. The second
derivative evaluated at D = 0 gives

∂2UFWi(pbestD(D), pbestD(D), D)
∂D D=0

= E + F, (5)

where

E =
−p′′bestD(0)(1− pbestD(0))RU ′ ×
(w0 − x(p0 − pbestD(0))− P (0))

and

F = (1− pbestD(0))2pbestD(0)(2− pbestD(0)) · UT,

where

UT = U ′′(w0 − x(p0 − pbestD(0))− P (0))

Double differentiating the first order condition, in Equa-
tion (4), implicitly with respect to D, and substituting D = 0
we get the value of p′′bestD(0) as

p′′bestD(0) =
M

Z
, (6)

where M equals

(1− pbestD(0))(1− 2(1− pbestD(0))2) · UT

and
Z = (R− x′′(p0 − pbestD(0))) · UT

It is evident from Equation (6) that a value of p′′bestD(0) <

1 −
√

1
2 ensures p′′bestD(0) < 0. Hence, for such a value

of p′′bestD(0), small deductible amounts increase the self-
defense investment of Internet users and in turn contributes to
an improvement in both, social and individual welfare when
compared to the case of non-cooperation with full insurance
coverage.

Substituting Equation (6) into Equation (5), we obtain

∂2UFWi(pbestD(D), pbestD(D), D)
∂D D=0

= γ · δ
where

γ = 1− (1− pbestD(0))2 − (1− 2(1− pbestD(0))2)R
(R− x′′(p0 − pbestD(0)))

)

and

δ = (1− pbestD(0))2U ′′(w0 − x(p0 − pbestD(0))− P (0))

A strictly positive deductible is positive if and only if

∂2UFWi(pbestD(D), pbestD(D), D)
∂D D=0

> 0

and that occurs if and only if

(1− pbestD
i )2R > (1− (1− pbestD

i ))2x′′(p0 − pbestD
i ).¥

The basic intuition behind our results is that additional
investments in self-defense create an external benefit through
the positive externality that exists between the Internet users.
Our stated theorems specify the conditions under which this
benefit outweighs the cost of users bearing part of the risk.
Our results are scalable when n users are present in the
network. It can be conjectured that in the limit when n →∞,
positive deductibles result for all Nash equilibria pbestD. More
generally, we also conjecture that in a network with n users,
positive deductibles result for pbestD < 1 − n

√
1
n . Based on

Lemmas 4 and 5, we state the following theorem summarizing
our results.

Theorem 2. In a 2-user network, positive deductibles
always motivate non-cooperative users to invest more in
self-defense investments when compared to full coverage
scenarios, and thereby help in increasing individual and
social welfare when there is no infection spread; they do
so in cases of infection spread if and only if pbestD < 1−

√
1
2 .

Proof: The proof follows directly from the results in
Lemmas 4 and 5. ¥

VI. CONCLUSIONS AND FUTURE DIRECTIONS

In this paper, we investigated the problem of self-defense
investments in the Internet, under the full insurance and
partial insurance coverage models. We showed that (1) co-
operation amongst users results in more efficient self-defense
investments than those in a non-cooperative setting, under
a full insurance coverage model and (2) partial insurance
motivates non-cooperative Internet users to invest efficiently
in self-defense mechanisms.

Cyber-insurance is a relatively new area of research, with
many open questions in both, theoretical and systems di-
rections. For instance, one could consider the presence of
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informational asymmetry between the insurer and the insured.
The problem is more on the insurer side as the insured have
the freedom to hide information from the insurer. This might
lead to poor and unprofitable business models on behalf of
the cyber-insurance company. One could also consider using
intermediary organizations between the insurer and the insured
to make sure that there are minimal or no informational
asymmetries between the insurer and the insured, which would
result in a transparent environment within which Internet users
could make correct and appropriate investments.

There are also interesting directions to pursue in the context
of distributed systems. For instance, we note that in coopera-
tive scenarios, distributed applications could consider adding
information, to already existing protocol messages, indicating
whether or not a particular user/node (participating in the
application) has invested in cyber-insurance. For example, we
could imagine a peer-to-peer file downloading application,
where users joining the peer-to-peer overlay could include
(in their join messages) information about the protection in
which they have invested; of course, such information could
also be “piggybacked” on update messages which are typi-
cal of distributed applications. Moreover, we could imagine
modifying peer-to-peer protocols to include a bias towards
exchanging data with nodes that do invest in protection - e.g.,
nodes could be (a) more biased towards being neighbors (in
the overlay) of nodes that do invest in protection and/or (b)
more biased towards exchanging data with nodes that invest
in protection. It would also be interesting to consider whether
adding information about the level of investment is useful in
such applications and what are the possible effects, on the
applications, of providing such information as well as the
degree of user truthfulness needed in such information in order
to produce positive effects. In this regard, we could look at
truth binding mechanism design models in games. Lastly, it
would also be interesting to explore how our model could be
applied (or adapted) in the context of mobile and wireless
networks. Although presently our model does not consider
user mobility, it may still provide interesting insights as we
do not make assumptions that prevent its applicability in such
a domain.
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