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Abstract—Peer-to-peer (P2P) systems in general, and BitTorrent also compare our model to the only other available model of a
(BT) specifically, have been of significant interest to researchers heterogeneous BT system in steady state, given in [3]).
and Internet users alike. Existing models of BT abstract away 5 number of research studies (e.g., [3], [4], [5], [6]), have

certain characteristics of the protocol that are important, which .
we address in this work. We present a simple yet accurate and focused on the fairness, robustness, and performancecehara

easily extensible model of BT. The model's accuracy is validated teristics of BT, mainly resulting from the TFT mechanism.

through a rigorous simulation-based study and its extensibility However, very few studies (except [7]) have consideredisged

is illustrated by incorporating recently proposed approaches to hehavior effects. Given typical user behavior and the ahesfg

protocol changes in BT. most BT clients, seeding is a common phenomenon seen in the

I. INTRODUCTION B;_Iecosyfstem. Marlly usec;s IeallvedtheirdB'rr1 cIieI_nts unmor?!;tored

. — _ while performing a large download, and the clients searlyless
BitTorrent (BT) [1] has been .Of S|gn|f|_cant Interest to "transition to being seeds once the download completes., Also

searchers and Internet users alike. In this work, we focus

. S : > Bme sharing communities enforce a download/upload ratio t
a simple model of BT, as a tool for providing insight into its

X . . = . enable seeding and a better performing system. Real-world
behavior and poss!ble future |mprovement§ in its archirect measurementsg(e.g., 21, [8l, [g], [10)) S?Jgg):ast that, instno
In BT, nodes join the system and begin exchanging dact(?rrents, there exists a significant number of seeds, witiigel

chunks with their nglghbors. Nodes“ that do ”not have a Cor\'51'51riety of seeding capacity. Some of the torrents measuaee h
plete copy of the file are termed “leechers” and those t ice the number of seeds than the number of leechers.

do are termed “seeds”. Nodes that do not contribute their . : . .
upload capacities are termed “free-riders”. Each leecipérks Seeding contributes capacity to the system, which can com-
P P ' ensate for the asymmetric bandwidth scenarios in therlaeter

Eeusn((:)r;n%ks\zt% Znnb"?::(; gff ;noies rgo r\i/;?ecz)scehurr?guzsgsubltsev': wever, it can degrade the fairness and incentive prazerti
theze nodes is ickF;d based on 51% ti?—for-tat (TFT.) meshani of the system, as free-riders can finish their downloads with
P asonable performance by relying only on the seeds - ngt onl

. i . o

i.e., those neighbors that have provided the best servrce§" : .
' ) they not contribute to th tems’ upl ity, tey

terms of download rate) to noderecently. Another subset is 0 they not contribute to the systems'’ upload capacity,

picked randomly, i.e., they are “optimistically unchoke@® effectively reduce the performance gains provided by seeds

explore better neighbors). Seeds also pick a subset of Ingigh One important thread. n the d'eS|gn .and evaluation of PZP. Sys-
: ms has been the provision of incentives for nodes to ¢ongi
and upload data to them. In a more recent version of

(12]) the seeding capacity is distributed essentially omifly heir resources. An interesting aspect of BT, which makes it

to the neighboring peers. All these choices are re-evalual fand out in that respect, is the *forcing” of peers to share
periodicallg 9p ' Feir resourcesvhile attempting to complete their downloads

A number of works have focused on modeling BT or BT_"kéthrough the TFT mechamsm) -~ thls i~ done Iocal!y and
WIH’IOUI‘ a need for centralized or distributed mechanisms fo

systems (see Section V) - some model flash crowd behavior an lementing an incentive system. Although this works lyice
some steady state behavior. In this work, we focus on steataf :

state behavior. Within the class of efforts that model stestate sirr1e . ?rﬁ (:S:”agsporrtgcig:; tzorlg;ii—élrietﬁrcfa ?]Otvr\]lglggk::'i
behavior,our model is distinct as it accounts for: (1) seeds angom9: pacity p y 9

. : tnchoking mechanism (used by leechers to probe for new
(2) free-riders Moreover, to improve the accuracy of our mOdeIdownIoading opportunities), and (2) capacity provided yds,

we account for: (a) imperfect clustering behavior in regula . N :
o o Since (a) there are significant seeding resources observed
(TFT-based) unchokes and (b) bias in optimistic unchokes. . : : ST
in typical torrents, which have significant effects on BT -per

We also note that our model is oh&terogeneouBT system L -
. . formance, and (b) there are significant opportunities fee{r
(in terms of node bandwidths) and that the only other work tha . N
considers a heterogeneous system in the context of steae rtlders to hurt BT performance, we believe that it is importan
behavior is [3], but without the distinctions stated abowée 0 include such b(.ahawor. In an accurate ST model. Thus, in
: ; o . ; our work, we provide a simple and extensible model that can
first explain why it is important to include seeding and free= . . L
- S ) characterize the effect of seeding and free-riding in BT.
riding behavior in a BT model; we then present our model in ) : .
nother aspect that we include in our model is that o
Anoth t that lud del is that of

Section Il and illustrate its accuracy in Section Il (whaeve . X .
y ( imperfect clusteriny Previous approaches have assumed that

This research was funded in part by the USC Annenberg Gradiediowship
and the NSF 0627590, 0615126, 0720612, 0540420 grants. 10ur notion of clustering is similar to that in [11].



operationally BT decomposes cleanly into clusters, wherkes where each peer has a sufficiently large number of neighbors

“find” like nodes that are similar in bandwidth capacity an@ince in BT a node receives its downloads from other leechers
exchange chunks amongst each other. That however is (& regular and optimistic unchokes) and from seeds, what i

the case in practice, and we model that, with details given meeded is a model of how much download capacity a node
Section 1l. Specifically, the contributions of our work are awill receive due to each. That is what we proceed to derive
follows: next. We do this first by assuming that there is fexfect

« We provide a simple and complete steady state model ofl4'Stering among nodes of the same class and (b) that the
heterogeneous BT system. To the best of our knowledgeORt'm'St'C unchokes are unbiased. (This also correspoads t
is the first analytical performance model that includes tHB€ a@ssumptions made in [3].) We then show how to relax these

behavior of seeds and free-riders. Our model predictioR§SUMPtions in order to obtain a more accurate model.
confirm that BT is indeed quite exploitable. Regular Unchokes:We first assume perfect clustering, i.e., that

We extend it to include important BT characteristics€xchange of chunks due to TFT only occurs between nodes of
namely (i) imperfect clustering in regular (TFT—based')he same class. Let be the number of simultaneous unchokes
unchokes and (ii) bias in optimistic unchokes. performed by a node, wherg. of these (_:o_rrespond to regular
We validate our model using simulation results andnchokes (due to TFT) and the remaining correspond to
demonstrate the importance of including imperfect clu@Ptimistic unchokes. Since (given perfect clustering)uppad
tering and biased optimistic unchoking in having accuraf@Pacity due to regular unchokes of a classde is distributed
prediction of nodes’ download time in BT. to nodes of class only, we describe the download rate of a
Our model's extensibility is demonstrated by explicitl;FlaSSi node due to regular unchokes (from leechers of the same
modeling two variations of BT, (a) the well known large®!ass):djy, as:

view exploit [12], [13], and (b) a recently proposed fix for ; le‘ui%r T,

the large view exploit [7]. Ayeg = N;" =u'—.

T

Optimistic Unchokes: Here, we assume optimistic unchokes
are unbiased, i.e., that they are uniformly distributed agnall

We use a simple rate balance model, similar to [3], but weechers in the system. Thus, we describe the download rate
account for a number of BT characteristics (which are ntitat a class node due to optimistic unchokes (from all other
included in [3]). Leth be the number of node classes, wherkeechers)df,pt, as:
each class is defined by its upload and download capacities, N e
U* and D*, respectively. New nodes arrive to the system at an 4 = Zi:l Y )
average rate of, and there is a probability gf’ that a newly opt Ny
arrived node belongs to class thus, class nodes arrive at a Seed Unchokes:We assume seeds upload uniformly to all
rate of \* = p’)A. A classi node downloads at the rate df leechers (approximating the newer BT protocol) and describ
chunks per time unitd’ < D), and it uploads at the rate of the download rate of a clagsnode from all seeds/’,_,, as:
chunks per time unit. Since (a) Internet upload and download h P

o . . > NIw

capacities are often asymmetric and (b) some users tend to (A et SR

seed —
limit their upload capacities in BT, we assume that the uploa N _ _
links are the bottlenecks, i.ex/ = U*. This is a fairly typical ~ Given above, we can state the following for the classde’s

II. BT MODEL

assumption in the literature, e.g., it is also made in [3].  download rated’ = d., + di,,, + di..q:
In steady state, there amf Qlassi Ieechers in the system _ . Z@_l Nljujh Z@_l Niu/
and N! classi seeds, whereV' = N/ + N! represents the d = "Z?, + == N <+ J_N —. 1)
l l

total number of class nodes. LetI} be the average amount
of time a class leecher takes to download a file. Lt be the
number of data chunks in the file; theit,= 2. Let T} be the N' = N'T' N} = \'T},

average amount of time a classode stays in the system after Ni =N — Nf = \{(T% — T}) = XIT".
becoming a seed. Thu§ = 1} + 77 is the average amount , i o o

of time a class node stays in the system. Then, we can staginc®, 7/ = g, we can plug this, along with* = p*A, into
that at any time, the total download rate of all leechers isagq EQquation (1), to obtain:

Next, we apply Little’s Result to obtain:

: A _ . 5 o
to the total upload rate from all leechers and all seeds, i.e. g T N Zj:w”\%uj% N ijlpa)\Tgua
- e h ; h N
¢ iNi— - diN? ! Zj:l,p,b\% L PAG
Z U = Z l- Zh puiz, Eh 3T 49
i=1 i=1 _ ui’& n j=1 dix j=1P" 143 )
h pi h J 1
x Do 2=t

Next, we build on this fairly coarse model while making
some standard assumptmns, mc;lgdmg that the system is IB\we also do not model the initial slow startup of newly arrivesties, and
steady state and that it has a sufficiently large number oéf10dssume that leechers do not abort in the middle of a download.



Thus, we have a set of. equations withz unknowns, e () b1 e o (D)
d',d?,...,d", which can be solved to obtain the average down- — Time | Time
load rate of each class. Note that the above model degeserate ; _

to the one presented in [3]7 If we ignore the Seeds' HOWeVer, - Fast Node Unchokes Sl ow Nodes : |:| Sl ow Node Unchokes Fast Node
as noted in Section |, seeds have a significant effect on BT

systems and thus need to be modeled. As also noted in Section Fig. 1. Slow Node Imperfect Clustering

I, free-riders have a significant effect as well; thus, werasds

. . : . download rate a clagsnode receives from optimistic unchokes
inclusion of free-riders in the model next.

from all nodes,dg'pt, can be described as:

-Ri h j, j To
A. Free-Riders g S 0;,iN] u? e
A simple approach to including free-riders in this model is opt Nj ’

to view them as another user class (or multiple classese¥f th - Gjyen these adjustments to regular and optimistic unchokes
have different download capacities), all with upload calyanf e can express our new model for the download rate of a class

0. Then, the downloaq rate of a free-riding clgss is Qescrib(;q]ode’di’ — dj“/eg + dé/pt +di,,, as:
as that of a contributing leecher class, but with the firsinter - .
(corresponding to TFT) in Equation (2) dropped; e.g., if we i Z;‘:l qj,iNj u? 2= Z?Zl 0j,i N{ u? Zo
had one free-riding class, say cldssthen = NI + Ni
l l
h Jul z, h i h Y
dh — Zj:l pdjm Zj:l pTIu _|_ZJ=1 N{u
= h pl R pim Ny
Zj:l a7 Zj:l di y - h i g
. d" o~ (g4, + 0jiw0)p’u? D P TIW
would be its download rate, where classethroughh — 1 cor- = Z Fige + S 3)
respond to contributing leechers - their download rate ggps j=1 J=1 as’
remain as in Equation (2), with” = 0. This, of course, can where the main challenge is in determinipg ando; ;. To do
be done for multiple free-riding classes. this, we examine possible causes for imperfect clusterimdy a

We believe that the basic model presented above is quiiased optimistic unchokes.
adaptable; thus future architectural and protocol chamges Imperfect Clustering: Although there are a number of po-
be incorporated and studied through it (refer to Section IMential causes, we conjecture that the main cause of imperfe
However, we first refine our model to make it more accurateclustering is that optimistic unchokes from faster classés
nodes destroy clustering of slower classes of nodes. Specifi
B. More Realistic Model cally, when a fast node optimistically unchokes a slow node,

The above model assumes that regular unchokes are perfet& slow node reciprocates with a regular unchoke (as it is

clustered and that optimistic unchokes are unbiased ésa.,ge ting a high download rate from that fast node).

; ; or ease of exposition, we first focus on a two clags
in [3]). However, evidence based on measurements of rea X i

BT systems in [11] and our simulations in Section Ill cIearI;anfa‘gt) scenario. We assume that the fast nodes are perfectly

indicates that significant imperfect clustering (in regulen- i A .
9 P g ( 9 th%effects of imperfect clustering on slow nodes by congide

chokes) exists. Thus, here we remove these assumption h0 imi f | d optimisti hokes betw |

more accurately account for how the real BT protocol work 1€ iming Of regufar anc OpLMISLIC UNChokes beEtween Slow
Specifically, we first modify the model in a more abstrac?r.]d fast nodes Specifically, t.he. rguprocatlon of slow nodes.
manner, and then further develop it based on potential sauWelzth regular unchokes to opt|m|§t|c unchqkes of fast nodes i
of imperfect clustering and biased optimistic unchokes. emporary As a fast node realizes that it unchoked a slow

Firstly, we take into account the fact that a fraction of fegu node (due to a relatively slow download rate from that node),

. . o discards the slow node. Since the TFT mechanism re-evaluate
unchokes will go to nodes in other classes. Specifically, we . . .
. . choices of best download rates using a sliding window, the
defineq; ; to be the fraction of regular unchokes from clasg ) o
’ h effect of the fast node’s optimistic unchoke eventually rgea

i that will go to classj, with > ;_, ¢i; = 1. GVeN gij, g a4 which point the slow node stops the regular unchoke of

. ‘7 -
the download rate that a clagsnode receives from regularthe fast node. The extreme cases of how this can happen are
illustrated in Figure 4 Here we define,,; as the optimistic

unchokes from all nodeﬁifeg, can be described as:
unchoking re-evaluation interval,., as the regular unchoking
re-evaluation interval, antl,;,, as the history window size for

lustered §fast,fast = 1 @nd qrast siow = 0). We then derive

h J,d Tr

g = Zj:l 45 Ny w!

reg 7 .
Nl

. L 3This is similar to the derivation in [4], which was done in thentext of a
Secondly, we consider the fact that optimistic unchokes offiash crowd, rather than a steady state, model.

node are not distributed evenly to all leechers. Specificale 4A similar method can be used to model the effect of fast nodegdeiular

- . P nchokes to slow nodes. However, since measurement and sonuatdence
deflneom to be the fraction of optimistic unchokes from clas dicates that this is a less frequent case, we omit it heré¢ asuld further

i that will go to classj, Wherezg’:1 0;,; = 1. Giveno; j, the complicate the model.



re-evaluation of both unchoking mechanisms. We now examiigereceiving from clasg nodes, which can be described as:
the two cases in Figure 1. If the optimistic unchoke arrivgbtr j j
. . N; 1N

after the regular unchoke re-evaluation period of a slowenod 9ij = SSET0ji—7 = o5 To0ji-
say T (as depicted by the shaded box in Case (i), then the Ni sh NV
sl;;vz_node [ﬁg'pfiafsewéfh;;igﬂfg ugrchc;ke tof;he ff.‘:émdrhe idea is that when we consider the regular unchoking
.Strmﬁ] I?t nt xr t- V u :j , ; (;Vb ’Jtrh T‘fgl’ rba g th capacity due to imperfect clustering of classve assume that
:t?gﬁ:\éa Ac; tﬁ)g c:th:aerg :xt}vé?ﬁssif t(:]g%ﬁcho){(e zrﬁ\?easr rig;]('clxrt])ef €as much as possible of it first goes to the fastest class in the

) N . - system, i.e.min(g; 1). Then, as much as possible of the
the next re-evaluation interval, i.e., Case (ii), the sload® y min(gi,1 fopt; 1) P

. . . remainder goes to the second fastest class, and so on.
reciprocates with a regular unchoke to the fast node, fama ti Biased Optimistic Unchoking: Although usually modeled
interval oft,,:+t.in. Here, we assume that the unchokes arri

Ve : : : oo
) . . L S being uniform among all leechers (as in [3]), optimistic
anft(?]rmlyll durln% th; regular ulnchoklﬂgkre—evta:ﬂatlon mt? unchokes are in fact biased in the real wéyldith the reason

s the slow node does, reguiar unchokes at the same Imebeing that optimistic unchokes are only performed on pdes t

on average, the fr.act|on of the regular unchoking capadity re not (currently) unchoked through regular unchokes.sThu
a slow node that is spent on a fast node due to a fast no §iven ¢; ;, we can approximate; ; as:
“J J .

optimistic unchoke f,,:, can be described as:

J

Ju ..
%((topt - t'reg + twin)) + (topt + twln)) 0 — S N, Trqi,j (6)
.fopt = n . i,J h NF .
Lrbopt Zk:l(sﬁ — Qi k)
We can then approxXimai@iow, fast, as Note that, the more perfect is the clustering (due to regular

unchokes), the more biased are the optimistic unchokes.-How
ever, the biasing effect becomes less significant when the pe
where g,,¢ is the average number of optimistic unchokeset size,s, becomes larger. Here we assume thds large
that a slow node is receiving from fast noelelote that, enough such thast%—; > x,q;,; for all i, 3.

Gstow,stow = 1—Gstow, fast- We can approximat,,, by looking  The model can now be solved numerically, e.g., using fixed
at the average number of fast and slow peers of a node. Yéint iteration.

defines as the peer set size of a node (i.e., the number of peers

to which that node connects and exchanges data with), and we

Gslow, fast = min(goptfoptv ]-)7 (4)

I11. M ODEL VALIDATION AND INSIGHT

approximatey,,: by: In this section, we validate the model proposed in Section
Fast Fast I usin_g simu!ation. (VaIigation of the model .using real+eb

Gopt = le o0 fast.slow 1l _ N o0 fast.slow: experiments is an ongoing gﬁgrt.) Wg also illustrate how ou
Ny ’ SNle Njlow ’ model can be used to obtain insight into the BT system. We

. . S use the BT simulator provided by [14] (also used by other
Where oyqst si0w IS the fraction of optimistic unchokes fromresearchers in the community), with modifications desdribe
the fast class that goes to the slow class (as discussed B M@|ow. The simulator is event-based and simulates the chunk

fa slow
detail below). Heres N N is the average numberexchanging mechanism of the BT protocol.

Lst

& ands—4-

of fast peers and slow peers of a node, respectively. We extended the simulator to support: (a) nodes staying
We now show how to extend this to more than two classemound as seeds, (b) node arrivals, and (c) nodes actinges fr

Without loss of generality, we assume that the class indices riders (i.e., nodes that do not unchoke and leave the system

in descending ordeof their uploading capacities. As before, waupon download completion). The seeding times and node

assume that faster nodes do not experience imperfect ghgsteinter-arrival times follow an exponential distribution.eVélso

with slower nodes, i.e.q; ; = 0,¥j > i. Thus, there are no modified the original seeding scheme to be more uniform, in-

regular unchokes from a faster node to a slower node. For five with the current BT protocol. Moreover, we also fixed gbu

regular unchokes of faster nodes by slower nodes, we can us¢he original simulator that affected the selection ofrgder

the following approximation: unchoking - the original simulator incorrectly implememthat
i1 part of the BT protocol, which resulted in a higher probaili
o ; f unchoking previously unchoked peers.
i, — 1,7 J opts 1 7]- - 7 ) 5 0 . . .
g = min(min(gi fope, 1) kz::lq *) ®) Unless specified otherwise, the following results correspo

- to the simulation settings in Table I. The system starts with
whereg; ; = 1—3"") ¢ij, ¢i,1 = min(gi,1 fopt, 1), @ndg; j is 1 origin seed with al000 kbps upload capacity, that stays in
the average number of optimistic unchokes that a classde the system for12 hours. Nodes arrive to the system from a

. _ _ Poisson process with a rateand are assigned to a particular
In cases whergop: fop: > 1, all the regular unchoking capacity of a slow ¢35 according to a given distribution. The classes diffier
node is spent omy.p: fast nodes. Although effectively this means that the, L .
fraction of regular unchoking capacity spent on each fasienmould be less their upload and download capacities. We consider the gtead

than f,,¢, this will not affect our results as in our model we are onleiasted
iN gstow, fast- SWe also observe this in our simulations.



TABLE | TABLE Il

SETTINGS CLASS DESCRIPTION(WITH FREE-RIDERS)
Filesize (n) 500 MB (2000 Chunks, 256 KB each) [ Class || Fraction | Download Capacity] Upload Capacity]

Avg node mter-grrlval ﬁ) 1 min Contributing 80% 5000kbps 512kbps

Peer Set Sizes] 80 Free-Riders || 20% 5000kbps 0

# Leecher Unchokes 4 Reg. ) + 2 Opt. &o)

# Seed Unchokes 6 ) fiati

Unichoke Re-eval. Tnterval Reg. oo.) 5 s6c; Opt () 30 566 due to fast nodes’ optimistic unchokqs qf slow podgs. Toswbrr
Re-eval. History (i) 50 sec fqr the_ pheno_menon, we can use a similar derivation to the one
given in Section II”.

c o TTABLE” c Experiment 2: Three Leecher ClassesNext, we look at a
LASS DESCRIPTION(TWO ONTRIBUTING LAS_SES) system with three classes, where we add a “Super-Fast’, class
[_Class | Download Capacity[ Upload Capacity] with upload (download) capacity af000kbps (5000kbps), to

Fast 5000kbps 512kbps the cl iven in Table II in, with n ing i
<ioer 5000KbpS To8kDpS e classes give able Il (again, with no seeding time

at first). Figure 4 depicts the average download times of the

state behavior of the system. Each simulation run corregsporthree classes as a function of the percentage of superdést n
to 63 hours, where we only compute our results over the lagtrivals (with the remainder of arrivals split evenly beeme
48 hours. (We check our results to make sure the system padégsfast and slow classes). Observe that Model-IC prediets t
the ramp up stage during the first hours.) download times quite accurately, while Model-PC resultgin
The model-based results are obtained numerically, usingager error - e.g., whefi0% of the arrivals are from the super-
fixed point iteration method. These solutions convergeldyic fast class, Model-PC has an error=f20% and~ 16% for the
even for multiple class cases. slow and the fast class, respectively, while the corresjmond
We note that a single simulation run (i.e., one point in @rrors in Model-IC are onlys 2% and~ 5%. This is mainly
figure) takes more than 10 hours on a reasonable Core 2 Blug to neglecting of imperfect clustering in Model-PC.
machine while our model can compute the entire figure in lessTo further illustrate the difference between Model-IC and
than1 sec. Thus, our model provides a much faster way (th&fodel-PC, in Figure 5 we depict the average download times
simulation) of exploring system parameters and designeelsoi Of the three classes as a function of the average seeding time
In what follows, “Model-PC” refers to the basic modelwith 70%, 15%, and15% of the arrivals corresponding to super-
i.e., described by Equation 2, and “Model-IC” refers to oufiast, fast, and slow classes, respectively. From the seswi
final model with imperfect clustering and biased optimistiobserve that Model-IC can predict the download times of all
unchoking enhancements, i.e., described by Equation 3.  classes quite well. Again, we note that in this figure, Mo@€l-
Experiment 1: Two Leecher ClassesWe consider a system would degenerate to the model in [3], @tseeding time, but
with two classes and bandwidth settings given in Table Il arsihce the model in [3] does not include seeding behavior, its
no seeding time. Figure 2 depicts the resulting downloaegimprediction would not change as the seeding time is increased
as a function of the percentage of node arrivals correspgndiExperiment 3: Free-Riders. We now focus on free-riders.
to the fast class, where we observe the following. Model-IEor clarity of presentation, we look at the case with one
is much more accurate in predicting the download time ebntributing leecher class (CL) and one free-riders cI&s),(
the slow class. For example, wh&0% of the arriving nodes Wwith bandwidth setting given in Table Ill. Figure 6 depicts
are from the fast class, Model-PC’s prediction for the slo#e average download times of the contributing leechers and
class download time differs from simulation by 22% while free-riders as a function of the fraction of percentage eé4r
Model-IC’s prediction differs by less thah%. The error in riders in the arriving nodes, where contributing nodes have
Model-PC is mainly due to neglecting imperfect clusteringiverage seeding time d20 min. We observe the following.
This can be observed from there being a larger error wiBpth models can predict the download times of contributing
a higher percentage of fast nodes and from Figure 3 whitgechers and free-riders quite accurately. The existehtre®-
depicts the fraction of the regular unchoking capacity tisat riders slows down contributing leechers. Thus, it is imaott
not distributed to nodes of the same class, obtained from tigeinclude free-riders in the model. Moreover, improvensent
simulation and from Model-IC. As can be seen, slow nodéa contributing leechers’ download times can be achieved by
have a higher fraction of imperfect clustering when thera isdiscouraging free-riders, e.g., if we can reduce the péagen
higher percentage of fast nodes among the arrivals. of free-riders fron20% to 5%, we can speed up the downloads
Model-IC can predict thérendin the imperfect clustering of of contributing leechers by more tha@i0%. Thus, it is worth
slow nodes; however, it under-estimates the number, which cconsidering and modeling schemes which discourage free-
be explained as follows. While in the model we assumed thading, as discussed in Section IV.
fast nodes have perfect clustering, simulation resultécirid Figure 7 depicts the average download times of contributing
that some degree of imperfect clustering exists among fégechers and free-riders as a function of the contributodes’
nodes as well. Thus, the under-estimation of imperfecttetus
ing of slow nodes is due to the imperfect clustering of fasta® 7AIt_hough th_e Qegr_eze of imperfect clustering is under-eseaathe dov_vn-
- the regular unchokes from fast nodes to slow nodes furt Ioatbd time p_re_dlctlon is accurate, e.g., because the lossgaflae unchoking
acity within the slow class is compensated by the fast siodsgular
degrade clustering of slow nodes, similarly to the degtiadat unchoking capacity given to the slow class.
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average seeding time, with bandwidth settings given in&abl In Figures 6 and 7, the model in [3] would give the same
I1l. Observe that both models can predict download timesequiresults as Model-PC, at the points where the fraction of-free
well when the seeding time is relatively high. Since the seedlers and the seeding time are bé&thHowever, it would not
unchokes are modeled fairly accurately in both models abe difficult include free riders in the model in [3], similap t
since the effect of seeding capacities dominates as thatitgp the approach we have taken in Section II.

grows, Model-PC exhibits similar accuracy to Model-IC agxperiment 4: Peer Set SizeFigure 8 depicts the download
higher seeding capacity. Model-IC is more accurate when thees of free-riders and contributing leechers as a functio
seeding time is shorter, e.g., with no seeding time, Mod&&P of a node’s peer set sizeWe consider the case with no
prediction of free-riders’ download time differs from that seeding and bandwidth settings given in Table lll. Observe
simulation by~ 16%, whereas as that of Model-IC’s onlythat the peer set size has a significant effect on free-tiders
differs by ~ 2%. As there is only one contributing class, thelownload time (especially when it is small), while havinigléi
regular unchokes are close to perfect (as also observedein ¢ no effect on contributing leechers. The free-riders doaa
simulations); thus, the improvements in Model-IC are duesio faster when the peer set size is smaller, e.g., the freestide
modeling the bias in optimistic unchokes. Moreover, the{fredownload time is reduced by 40% when the peer set size is
riders’ download time is quite sensitive to the seeding fimeeduced fron80 to 20. This occurs because under smaller peer
e.g., the download times of free-riders is reduced~by4% set sizes, biased optimistic unchoking favors free-ridecse.
when the average seeding time of contributing nodes inesea®iodel-IC captures this behavior well through biased ostini
from 0 to 30 min, while the download time of contributing unchoking. Model-PC does not consider peer set sizes, aisd th
nodes is only reduced by 18%. This suggests the need

for re—congdermg appropriate use of seeding capacity, as 8Here we vary the peer set size of all nodes while only the fiders’ peer
modeled in Section IV. set size is varied in the large view exploit experiment below.



in Figure 8 it results in an upper bound for Model-IC as th&n approach which mitigates the large view exploit through
peer set size approaches infinity. alternative schemes for distribution of seeding capasityiven

in [7]. We, again, illustrate extensibility and flexibilitgf our
model by incorporating these schemes.

In this section we demonstrate the extensibility of our nhode \we first give a brief description of the schemes proposed in
by explicitly modeling a well known exploit of BT and a[7]. These schemes are motivated by observing that cotitrigpu
recently proposed fix for 9t leechers download slower at the beginning (when they have to
Modeling an Exploit: We first show how to incorporate thefew chunks to effectively participate in TFT) and at the end
so-calledarge view exploi{12], [13] into our model. The basic (when they only need very few chunks). The approach then is
idea behind the Iarge view EXp|Oit is for free-riders to gase to prioritize the use of Seeding Capacity to those portidrﬂ;@
their peer set size in order to increase the probability afige download process where it is most needed. The goal there is to
optimistically unchoked by a leecher or picked by a seeda) help contributing leechers while (b) hurting free-rel@as
unchoking mechanism. Theoretically, a free-rider cangase they depend heavily on seeding capacity (as shown in Section
the download rate linearly with the increase in the peer s@f). The specifics of the schemes in [7] are as follows.
size. We can adapt both models to include large view expl@brt-based (V): where a seed sorts its requesting neighbors
behavior of free-riders; due to lack of space, we illusttii® based on the number of chunks they have and then unchokes
adaptation of Model-PC only. We do this by adjusting Equatiche N which are furthest from the middle (based on sorting
(1) as follows. Again, let clasa be the free-riding class with order). (Below we use the BT default &f = 6).
download rate!". And, let NV be the number of leechers inThreshold-based (<, N): Threshold-based schemes are sim-
steady state under the large view exploit scheme. Spedfficajlar, except that theV chosen are from those which have a
we setN/V = S} Nj +aN}, wherea is a function of the certain percentage of the total number of chunks, e.g., én th
free-riders’ desired peer set size. In the remainder ofgf®r, experiments below we unchoke those nodes which have either
we seta to be the ratio of free-riders’ desired peer set size 19, £=1001% or [(100 — £%]199)_.100]% of the chunks.
the peer set size of contributing leechers. Then, for domting Threshold Optimization: One parameter which can have a

IV. APPLICATIONS

leecher classed, <i < h — 1, we have: significant effect on performance is the threshaldintuitively,
o Z;L:l N 2 22:1 Niu the sn;e;ller tr_lde va,lue cf( the morg ag%resswe is the rgzlegrada-
dh=u'=" + NV N tion of free-riders’ performance, but the greater is thegdain

of degrading contributing leechers’ performance as well.

. o , o To model the effect of, we conceptually divide the file

> =1 N/ ul %2 > j—1 Niw with m chunks into two parts, ofn, and m; chunks each,
NEV ta NEV wherem, = mK andm;, = m(1 — K). The download of the

ﬁart of sizem, is assisted by seeds while the part of sizg

is downloaded without assistance from seeding capacity. We

function of increasing free-riders’ r set size (dubé defined! as the download rate corresponding to the sub-file of
as a function of increasing free-riders’ peer set size ( size m, andd} as the download rate for the sub-file of size

:ﬁrgviit\;:e(\:/ll)r?';;ﬁ)lg'l?z].g\/\r/]e()gggsrgsirntgZrt])a::/devrv;gt: ssgété?r?g;?tlr?ae my,. We also define the corresponding download timedas
' e ’ nd T}, whereT} = ™a andT} = “%. The total download
60 min, and where contributing leechers and seeds strive %r ”’i la ™ g TR b A

a peer set of siz&0 in all cases. We increase the averaghMe, 1}, for the entire file is th_eﬂn;la + Ty, and the average
arrival rate to2/min, thus sufficiently increasing the averag&ownload rate for a classnode isz:. We then have:
number of nodes in the system for the large view exploit to

while d" =«

We validate the resulting model in Figure 9 where we depiet t
average download rate of contributing leechers and fidersi

h o NIz b N e
Zj:l qjiNjw EE S0 05 N e

work. Observe that free-riders can improve their perforoean d = : J=1"701
(essentially linearly) through a larger peer set size, tlee ¢ Ny Ny
large view exploit works. When the free-riders’ peer set size Z}Ll Niu
sufficiently large (e.g., larger than 170 in this case), they can +==—

o Nia
do better than contributing leechers. Overall, our modekena !

accurate predictions in the case of large view exploits. h e h J e
Modeling an Exploit Fix: Real-world measurements, such as andd, = 2j=1 qj=iNl ) + 2j=1 Oj’iNl Y 7’
[21, [8], [9], [10], suggest that there exists a significanmber Nf Ny

of seeds in most torrents. And, as shown in Section lll; (WhereNla _ Zh Ni andNj, = NiT}. i.e., heredl, benefits
1= a a a’' "t a

peg‘oLmance of fr(.ae-r::ders 'Z qwtte sen?yl;/ettotﬁegdlér@c@y, from the seeding capacity and that seeding capacity is dhare
and (b) encouraging free-fiders to contribute their caagin by all leechers within the thresholdV{,) while d; only benefits

impr(_)ve overall _system performanc_e. '!'hu_s, it is impor?amt K‘rom capacity due to regular and optimistic unchokes.
consider alternative approaches to distributing seedapacity. Figures 10 and 11 depict the download times of free-riders

9The protocol change is used as an example; and other protadations and contributing IeeCh?rS' rgspegtively, as a functionkof
can be easily incorporated. with the bandwidth settings given in Table Ill and the averag
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. . b iy
seed time of60 min. Here, we observe that our models are . (ijlp sU )
. - . . = min|————,1).

reasonably accurate in predicting the download time, with m

Model-IC again being more accurate, particularly in préd® Figure 12 depicts the optimal threshold found using this
the download time of free-riders. method, on a system with bandwidth settings given in Talble Il

A number of metrics can be used to determine an optftnalye jllustrate cases with0%, 20%, 30%, and40% of free-riding
value of K, e.g., one may want to slow down free-riders agodes in the arrivals. We observe that the optimal threshold
much as possible. However, doing so may slow down thgased on our model) increases linearly with the seeding tim
contributing leechers quite a bit, while at the same timetivgs ang smaller free-rider populations (higher contributiegdher
seeding capacity. Another possibility would be to optimizgopyiations) require a larger threshold. This occurs bezau
some notion of fairness, e.g., using faimess metrics in [rger thresholds are required with larger seeding capacit
Another optimization objective might be to slow down free(i_e_, longer seeding times or more contributing nodes)hst t
riders as much as possible while not hurting the contrilgutigne seeding capacity is not wasted - such waste results in
leechers. We focus on refining this objective below. degraded contributing nodes’ performance.

When we examine Figures 10 and 11, we observe that there
exists a knee in the threshold curves, such that when the
threshold is larger than this value, reducing the threshals | Average Seed TG () |
no effect on contributing leechers while free-riders comé to [20 [ 40 [ 60 [ 80 [ 100 [ 120 |
be slowed down to some degree. Setting the threshold to this [ Opt (Model-IC) || 147 | 127 | 107 | 87 | 67 | 47 |
knee would be one approach to slowing down the free-riders ~ [ Opt(Sim) [[ 151 | 133 [ 115 [ 9 | 78 | 59 |
as much as possible while not hurting contributing leechers We now focus on the case of havirid% of the arrivals

This knee is actually the point wherfE/, ~ 0,Vi in our being free-riders. Figure 13 and Table IV give the download
model. Specifically, it is the case whef€ is small enough times of free-riders and contributing nodes, respectivehese
for the seeding capacity to overwhelm the downloading of thg#e computed using our model as well as simulation (where
m, chunks. Reducing the threshold to a smaller value woulge use the optimal threshold computed from the model in the
not result in additional improvements ifj,, (as well as7;). simulation settings). Addition simulation results for thginal
The downloading of the file will then be similar to not having3T protocol and the sort-based scheme (described above) are
seeding capacity and with a file of size,. Thus, we observe also included for compariséh In the simulation results, our
that with further decrease i<, (i.e., increase inm;), the optimal threshold setting turns out to be a bit too aggressiv
download time increases linearly. as it slows down the contributing nodes as well. Howeves thi

We can determine the threshold value at this kd€g,from  slow down of the contributing nodes is much less sensitiae th
our model as follows. Whefl, ~ 0, d,,Vi is mainly dominated that of the free-riders when aggressive thresholds are. used

TABLE IV
DOWNLOAD TIME (MIN) USING THE OPT. THRESHOLD(CL)

by the seeding capacity, we then have: Moreover, in Figures 10 and 11, the optimal threshold value
} Z}Ll Niui Zh—l Niui Z}Ll Niyd there would be larger than the one obtained from the model.
d, = j_N == = — v Thus, we relax our threshold, i.e., we set the threshold to

la e N XN, K’ + 6 (instead ofK’), where# is the relaxation factor. In
Zg?zl Niu Z;?:I Niuj Figure 13 we also show the simulation results obtained using

= Zh INEN = Zh K this relaxeq value .witw = 0.15. Interestingly, the simulation
J=1"""q =174 download time using the relaxed value is very close to the
Since, at the knee, we have the sadiefor all i: download time of the sort-based approach. It can be exmlaine

R N h T by the fact that the underlying idea of the sort approach is
K~ min(zj:l s 71) :mm(ijlpJ st 1) quite similar. That is, this approach attempts to slow down
Z;;le Z;’:lpw\m free-riders as much as possible while not wasting seeding

105uch an optimization is not considered in [7]. To illustrate wtility of 1we do not include these for contributing leechers as thaadtgeare nearly
our model, here we explore an optimal threshold setting usiegniodel. identical to the Model-IC results.



capacity - i.e., sorting is similar to finding the smallestuea they call it, imperfect tit-for-tat matching) is also arguén
of the threshold which can still utilize the upload capaafy [5]. Thus, these works ([5], [11]) support the need for exipli
the seeds. We note that the insights match the observatiomsdeling of imperfect clustering, which is done in our model
made from simulation experiments given in [7], whereas theastly, [14] studies BT through simulations under flash atew
computation time reduces to seconds from hours. Thus, de adapt their simulator for validation purposes (see Secti
model provides a fast, clean and flexible approach to expldif. Their study indicates that BT can achieve high upload
the design space of BT variations. bandwidth utilization, which supports our model’s assuppt
of upload capacity being the bottleneck.
V. RELATED WORK

One of the earlier BT modeling efforts [8] considers BT VI. CONCLUSIONS
in two phases - initial transient phase and steady state - andVe proposed a simple yet accurate and extensible model
propose the use of a simple Markov model (to study steaffyf BitTorrent. Our model includes (measured) charadiess
state performance) which describes the system’s statg ttsin Of the protocol that have previously been left unmodeled, an
number of leechers and seeds in the system. A number of woyk® demonstrate the importance of including the charatiesis
followed that effort, including [15] (looking at stabilitgf BT), both via our model as well as simulations. Our validatiordgtu
[9] (looking at BT's lifetime), and [6] (looking at a somewiha indicates that our model is quite accurate in predicting BT
more detailed Markov model). A number of papers have alggrformance. (We are also expanding our validation efforts
modeled BT-like systems, e.g., [16] models coupon repticat through PlanetLab experiments.) Our modeling approach can
systems and considers the make-span of a batch of nodegtigh in understanding of BT, which can in turn lead to im-
nice model of upload capacity of BT-like systems (under tH¥ovements in parameter setting as well as protocol design.
assumption of it being the only constraint) is given [17fisth Our model can easily be used to answer other “what if”
work also focuses on optimal make-span. However, all the@e questions, e.g., how the number of regular vs. optienist
works modelhomogeneouBT systems. unchokes affects performance (as studied in [3]), as well as

Since real-world torrents are typically heterogeneouse heeffects due to different bandwidth settings, seeding times
we focus on modelingeterogeneouBT systems. Other models €valuation intervals, history window sizes, and so on (aseh
of heterogeneous systems are given in [4] and [3]. Liao ¢#hl. are parameters in our model). Furthermore, our model can
provide a detailed model of BT with heterogeneous classes ofasily be extended to study protocol changes. Thus, our Imode
nodes, but for dlash crowdscenario. They consider the nodestan be used by the community to gain insights on the working
make-span (where all nodes join the system simultaneous®)BT and help design improvements.
and do not include seeds. In contrast, our work focuses on
steady state behavior (with a simpler model), allows forenod ) _ _ o N
arrivals as well as seeding, and allows an arbitrary numb l] 2: CLZSEEL 'glceSrtC’;;_E:I'llgr’rc’;#dstgés,\ji'cnhgﬁﬁrrfggtﬁfﬁ]y i?]%ié
of node classes. Fan et al. [3] use a simple heterogeneous aigorithms are enough,” itMC, 2006.
model for evaluating the tradeoff between performance an@l B. Fan, D.-M. Chiu, and J. C. Lui, “The delicate tradeaifsbittorrent-
faimess and focus on illustrating that the number of optfiwi {k'fé'_'el_;t‘)‘?‘r"fgpgrp‘);ggg'oﬂﬁfs'?g’néﬁ'_\'E’S 3822 Perforraamaalysis of
unchokes and regular unchokes correspond to importamtguni- * pittorrent-like systems with heterogeneous usersPérformance 2007.
B e e et oot bl s n Do NRDL B80T
a §|m|lar mode.I bgF include seeding and free-riding behaV|o[6] Y. Tia, D. Wu, and K.-W. Ng, “Modeling, analysis and imprament for
which have a significant effect on BT's performance. Alsa; ou” "~ pittorrent-like file sharing networks,” itNFOCOM, 2006.
validation results (in Section Ill) indicate that it is imp@nt to  [7] A. L. Chow, L. Golubchik, and V. Misra, “Improving bittoent: A simple
account for BT’simperfect clusteringharacteristics as well as ., 2Pproach,” inlPTPS 2008. = . ,

: . Lo ) . . [8] X.Yang and G. de Veciana, “Service capacity in peer¢@pnetworks,
a bias in the optimistic unchokingnechanism, both of which in INFOCOM, 2004.
are also not considered in the model of [3]. [9] L.Guo, S. Chen, Z. Xiao, E. Tan, X. Ding, and X. Zhang, “Megements,

We now describe several other efforts which do not focys, ?haBIiyeskl)ser?T\;lj. ?gﬂﬁ'glg ,\'jf ?gtr‘r’ge;ﬁé'kf ngsggf"fmcénfgﬁady of
on analytical models of BT but rather provide evidence and " seeders in bittorrent,” Duke University, Tech. Rep. CS&08, 2006.
motivation for the modeling choices made in our work. Legouit1] A. Legout, N. Liogkas, E. Kohler, and L. Zhang, “Clustey and sharing
etal [2] provide measurement studies of real BT torrent$ apj ?Cfgtc"éisr"r;,.b'&%gﬁ”ts.sygt;]’;‘fia"?SdMETF\{/\'gﬁeznohooién “Friing in
suggest that the rarest first chunk strategy results in high" pittorrent is cheap,” irHotNets 2006.
diversity of chunks in the system - this provides evidenae f¢i3] M. Sirivianos, J. H. Park, R. Chen, and X. Yang, “Fresifg in bittorrent
use of simpler models, like ours, i, that it might be reaiie |, €410k i e are wew ol (TS 00 L
not to model efficiency of chunk exchange between peers (€.9." improving bittorrent performance,” ifNFOCOM, 2006.
as is done in [6], [8], [15]). In [11], Legout et al. suggesath [15] D. Qiu and R. Srikant, “MO(’j’inng and performance analysi bittorrent-
nodes with the same upload capacity tend to cluster withsiode,, :l'feMF;‘esith’li'ge:r:d”i}l‘f"c\’/g‘jf]bﬁ"Q.ESL'}SZ’LZ&%C%On gt in SIG-
of the same class. However, their results indicate (basdidsim METRICS 2005.
crowd arrivals), that clustering is still far from perfeevén in [17] J. Mundinger, R. Weber, and G. Weiss, “Optimal schedubif peer-to-
their closed system). Existence of imperfect clusteringa® peer file disseminationJournal of Schedulingvol. 11, no. 2, 2008.
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